
Activation Energies of Pericyclic Reactions: Performance of DFT, MP2, and CBS-QB3
Methods for the Prediction of Activation Barriers and Reaction Energetics of 1,3-Dipolar
Cycloadditions, and Revised Activation Enthalpies for a Standard Set of Hydrocarbon
Pericyclic Reactions

Daniel H. Ess and K. N. Houk*
Department of Chemistry and Biochemistry, UniVersity of California, Los Angeles, California 90095-1569

ReceiVed: May 12, 2005

Activation barriers and reaction energetics for the three main classes of 1,3-dipolar cycloadditions, including
nine different reactions, were evaluated with the MPW1K and B3LYP density functional methods, MP2, and
the multicomponent CBS-QB3 method. The CBS-QB3 values were used as standards for 1,3-dipolar
cycloaddition activation barriers and reaction energetics, and the density functional theory (DFT) and MP2
methods were benchmarked against these values. The MPW1K/6-31G* method and basis set performs best
for activation barriers, with a mean absolute deviation (MAD) value of 1.1 kcal/mol. The B3LYP/6-31G*
method and basis set performs best for reaction enthalpies, with a MAD value of 2.4 kcal/mol, while the
MPW1K method shows large errors for reaction energetics. The MP2 method gives the expected systematic
underestimation of barriers. Concerted and nearly synchronous transition structures are predicted by all DFT
and MP2 methods. Also reported are revised estimated 0 K experimental activation enthalpies for a standard
set of hydrocarbon pericyclic reactions and updated comparisons to experiment for DFT, ab initio, and
multicomponent methods. B3LYP and MPW1K methods with MAD values of 1.5 and 2.1 kcal/mol,
respectively, fortuitously outperform the multicomponent CBS-QB3 method, which has a MAD value of
2.3. The MAD value of the O3LYP functional improves to 2.4 kcal/mol from the previously reported 3.0
kcal/mol.

Introduction

Over the past decade compound quantum mechanical methods
capable of producing chemically accurate ((1 kcal/mol) ther-
modynamic values have been developed and refined.1 Most
notable is the G-series developed by Pople et al.,2-5 the CBS
series by Petersson et al.,6-11 and the W-series by Martin et
al.12 Hybrid density functional theory (DFT) methods are widely
used due to the balance between speed and accuracy. To
approach the accuracy of compound methods, development of
more accurate DFT methods have been undertaken by many
groups.13-15 These DFT functionals have been parametrized and
tested for groups of standard reactions.

Guner et al. previously reported a comparison of different
levels of theory for hydrocarbon pericyclic reactions. Revised
estimated 0 K experimental activation enthalpies for these
pericyclic reactions and updated comparisons to experiment for
DFT, ab initio, and multicomponent methods are included at
the end of this paper.16,17 We now report the performance of
different methods and basis sets for the prediction of activation
barriers and reaction energetics for the three most important
classes of 1,3-dipolar cycloadditions involving zwitterionic
heteroatom-containing molecules.18-21 The cycloadditions of
ethylene and acetylene with the parent diazonium, nitrilium, and
azomethine betaine classes of 1,3-dipoles (Figure 1) were
studied.22 CBS-QB3 activation barriers and reaction energetics
were obtained for these classes of dipolar cycloadditions, which
can be used in the future to benchmark new methods. The results
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Figure 1. Classes of 1,3-dipolar cycloaddition reactions studied in this
work.
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of calculations with the B3LYP and MPW1K DFT methods,
and MP2, were also compared to the CBS-QB3 results.

The 1,3-dipolar cycloaddition reaction was defined and
developed experimentally into a general and highly useful
synthetic method through a series of classic studies by Rolf
Huisgen and his group in the 1960s.22-27 There have been many
experimental and theoretical studies of 1,3-dipolar cycloaddi-
tions.22-42 The general 1,3-dipolar cycloaddition, shown in
Figure 2, is the union of a 1,3-dipole with a dipolarophile
forming two new sigma bonds. The dipolarophile is an unsatur-
ated hydrocarbon or heteroatomic derivative. Control of regi-
oselectivity of 1,3-dipolar cycloadditions has been explained
by frontier molecular orbital (FMO) analysis.34 The nucleophi-
licity and electrophilicity of the dipole and dipolarophile are
based on HOMO and LUMO energies and orbital coefficients
in this treatment.28-35,40-42

A 1,3-dipole is a molecule that has zwitterionic (dipolar) all-
octet resonance structure and adds 1,3 in cycloadditions. Huisgen
defined the classes of 1,3-dipoles.22 The three most important,
studied here, are the diazonium, nitrilium, and azomethine
betaine classes shown in Figure 1. Ozone, carbonyl betaines,
and a variety of other heterosubstituted species are also 1,3-
dipoles. There have been discussions of the diradical character
of 1,3-dipoles.43-46 Diradical character does not, however,
necessarily predispose the cycloaddition to a stepwise diradical
mechanism, and concerted versus stepwise diradical cycload-
dition mechanisms have been debated in the literature.25,47

Previous calculations provide evidence that 1,3-dipolar cycload-
ditions proceed through a concerted, but often asynchronous
reaction mechanism.35 There is some evidence that a few
reactions proceed through a stepwise diradical intermediate
mechanism.47-50 Early computational work reveled a systematic
difference between semiempirical and ab initio methods for
computing transition structure geometries. Ab initio methods
showed a preference for synchronous transition structures, while
semiempirical methods computed very asynchronous struc-
tures.37 At the time, neither approach properly accounted for
electron correlation, and so the definitive conclusion about the
nature of the transition structure could not be made. Here we
survey DFT methods for computing 1,3-dipolar cycloaddition
activation and reaction enthalpies by comparing them to the
CBS-QB3 method, which is expected to give accurate results,
based upon previous comparisons with experimental data.

Figure 2. The 1,3-dipolar cycloaddition.

Figure 3. Activation enthalpies at 298 K for reactions of diazomethane
with 1-phenylbutadiene and norbornene. The CBS-QB3, B3LYP, and
MPW1K methods are compared relative to the experimental values.
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Computational Methods

The so-called “semiempirical nature” of DFT methods results
from the unknown exchange-correlation functional in the Kohn-
Sham equations. The terms are estimated by exchange-correla-
tion functionals plus varying amounts of Hartree-Fock (HF)
exact exchange in hybrid DFT theory. Becke implemented this
approach based on the adiabatic connection theory, which
connects the fully correlated system to the Kohn-Sham non-
interacting system.51,52

The B3LYP method uses this hybrid approach with an exact
HF exchange term, local spin density exchange term (LSDA),
Becke’s 1988 gradient correction to the LSDA exchange, and,

for correlation, the Lee-Yang-Parr correlation functional and
the VWN local correlation expression (eq 1).53,54

Another hybrid method similar to B3LYP is themPW1PW91
method which uses the modified Perdew-Wang (mPW) gradi-
ent-corrected exchange functional, 25% Hartree-Fock ex-
change, and the Perdew-Wang gradient-corrected correlation

Figure 4. Comparisons of DFT and ab initio methods and basis sets for reactions of nine 1,3-dipoles with ethylene.

Figure 5. Comparisons of DFT and ab initio methods and basis sets for reactions of nine 1,3-dipoles with acetylene.

Exc ) (1 - a0)Ex
LSDA + a0Ex

HF + ax∆Ex
88 +

acEc
LYP + (1 - a0)Ec

VWN (1)

a0 ) 0.2, ax ) 0.72, ac ) 0.81
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functional (PW91).55 Truhlar found that increasing the HF
exchange fraction from 0.25 to 0.428 gave a method that is
more accurate for barrier heights.56 This modified Perdew-
Wang one-parameter model for kinetics (MPW1K) was opti-
mized against 20 barrier heights. This method performed better
than ab initio and multicoefficient correlation methods for
hydrogen abstractions. The 6-31+G** basis set was recom-
mended.56-60

The CBS methods were developed with the idea that a major
source of error in quantum mechanical calculations arises from
truncation of the basis set.6 The complete basis set (CBS) models
are compound methods that extrapolate to the CBS limit by
using a N-1 asymptotic convergence of MP2 pair energies
calculated from pair natural orbital expansions.6-11 CBS-QB3
uses the B3LYP method for geometry and frequencies. This
highly accurate method is a five-step method starting with a

B3LYP/6-311G(2d,d,p) geometry and frequency calculation,
followed by CCSD(T), MP4SDQ, and MP2 single-point cal-
culations and a CBS extrapolation.6

All optimizations using the MPW1K density functional
were performed using the Gaussian 98 suite of programs.61

CBS-QB3 reactant and product optimizations were per-
formed using Gaussian 98, while CBS-QB3, MP2, and some
B3LYP transition structure optimizations were performed using
Gaussian 03.62

Frequency calculations were used to characterize all optimi-
zations as minima or first-order saddle points. All reaction and
activation enthalpies reported were zero-point-energy (ZPE)
corrected, but with no thermal corrections; they are, therefore,
∆H(0K). Activation barriers compare transition structure energies
to reactants. The ZPEs were not scaled. Stable calculations were
performed for all optimized reactants, products, and transition
structures with the 6-31G* and 6-311+G(2d,p) basis sets for
B3LYP and MPW1K methods, to verify that open-shell func-

TABLE 2: Mean Deviations (MD), Mean Absolute
Deviations (MAD), Standard Deviations (SD) of the MAD,
and Maximum Negative and Positive Errors Relative to
CBS-QB3 Computed Enthalpies of Activation for Eighteen
1,3-Dipolar Cycloadditions (kcal/mol)

method MD MAD SD
max (-)

error
max (+)

error

B3LYP/6-31G* 0.3 1.5 1.0 -3.4b 3.2c

B3LYP/6-31+G** 2.7 2.6 1.3 -2.0b 5.2e

B3LYP/6-31+G(2d,p) 2.5 2.6 1.5 -0.8b 5.1e

B3LYP/6-311+G(2d,p) 2.5 3.9 1.5 -6.9c 5.4d

MPW1K/6-31G* 0.3 1.1 0.8 -2.2d 1.9f

MPW1K/6-31+G** 1.7 1.7 1.0 a 3.1f

MPW1K/6-311+G(2d,p) 3.2 3.2 1.0 a 4.9f

MP2/6-31G* -3.0 3.4 1.7 -6.1g 2.4b

a None of the computed activation enthalpies were lower than the
CBS-QB3 value.b Nitrous oxide with acetylene.c Formoazomethine
ylide with acetylene.d Formoazomethine imine with ethylene.e For-
moazomethine ylide with ethylene.f Fulminic acid with ethylene.
g Diazomethane with ethylene.

Figure 6. Mean absolute deviations of B3LYP and MPW1K activation enthalpies from the computed CBS-QB3 activation enthalpy values. Green
bars represent maximum absolute error. Error bars show standard deviations of the MAD values.

TABLE 3: Mean Deviations (MD), Mean Absolute
Deviations (MAD), Standard Deviations (SD) of the MAD,
and Maximum Negative and Positive Errors Relative to
CBS-QB3 Computed Enthalpies of Reaction for Eighteen
1,3-Dipolar Cycloadditions (kcal/mol)

method MD MAD SD
max (-)

error
max (+)

error

B3LYP/6-31G* -1.4 2.4 1.7 -6.7b 2.9e

B3LYP/6-31+G** 3.0 3.6 2.6 -3.6c 8.4f

B3LYP/6-31+G(2d,p) 3.8 4.0 2.5 -1.4b 8.3f

B3LYP/6-311+G(2d,p) 5.7 6.3 2.4 -4.3c 10.1e

MPW1K/6-31G* -17.9 17.9 6.6 -42.2d a
MPW1K/6-31+G** -14.4 14.4 7.2 -41.4d a
MPW1K/6-311+G(2d,p) -12.3 12.3 7.8 -40.0d a

a None of the computed reaction enthalpies were less exothermic
than the CBS-QB3 value.b Nitrous oxide with acetylene.c Formoazo-
methine ylide with acetylene.d Formonitrile imine with ethylene.e For-
monitrile ylide with ethylene.f Formoazomethine ylide with ethylene.

1,3-Dipolar Cycloaddition Barriers J. Phys. Chem. A, Vol. 109, No. 42, 20059545



tions were not more stable. Open-shell transition structures were
computed using UB3LYP/6-31G* for the 18 parent reactions,
but in all cases it was found that open-shell functions were not
more stable than closed-shell functions.

Results and Discussion

The performance of the CBS-QB3 standard was evaluated
earlier by Guner et al. for a set of 11 pericyclic reactions. The

Figure 7. Mean absolute deviation of B3LYP and MPW1K reaction enthalpies from the computed CBS-QB3 reaction enthalpy values. Green bars
represent maximum absolute error. Error bars show standard deviations of the MAD values.

Figure 8. Plot of computed activation enthalpies at 0 K vs CBS-QB3 activation enthalpies at 0 K for reactions1-9. A linear regression is also
plotted. MPW1K/6-31G*: y ) 0.984x + 0.502,R2 ) 0.971. B3LYP/6-31G*: y ) 0.795x + 2.981,R2 ) 0.976. MPW1K/6-311+G(2d,p): y )
1.055x + 2.502,R2 ) 0.988. B3LYP/6-31+G**: y ) 0.758x + 5.199,R2 ) 0.980. MP2/6-31G*:y ) 1.141x - 4.699,R2 ) 0.9495.N ) 18 for
all linear regressions.

9546 J. Phys. Chem. A, Vol. 109, No. 42, 2005 Ess and Houk



CBS-QB3 method was found to have a mean absolute deviation
(MAD) value of 1.9 and standard deviation (SD) of 1.6 when
compared to experimental activation enthalpies for these peri-
cyclic reactions.16,17CBS-QB3, CASPT2, and B3LYP methods
performed best compared to MPW1K, KMLYP, O3LYP,
BPW91, MP2, CASSCF, and Hartree-Fock methods.

In the case of 1,3-dipolar cycloadditions, no experimental
activation barriers are available for the parent systems. We
begin, therefore, by comparing the computed barriers by several
methods to barriers measured experimentally for two substituted
cases. Transition structures and energetics for the reactions of
diazomethane with 1-phenylbutadiene and norbornene are given
in Figure 3 and are compared to experimental data. The
experimental activation enthalpies are 13.8( 0.8 and 13.2(
0.9 kcal/mol.27,63 The computed CBS-QB3∆Hq

298K value for
the cycloaddition of diazomethane with 1-phenylbutadiene is
13.0 kcal/mol, in agreement with the experimental value. The
B3LYP and MPW1K results are too high by more than 2
kcal/mol.

The computed∆Hq
298K values for the cycloaddition of

diazomethane with norbornene are also shown in Figure 3. Here

the CBS value is about 3 kcal/mol too low, while the DFT
values are 2 kcal/mol too high. As with the reaction with
1-phenylbutadiene, CBS-QB3 predicts the lower activation
barrier, while the DFT barrier is predicted to be too high. In
this study, we take the CBS-QB3 model to be the most
chemically accurate method for barrier heights and reaction
energetics, and we evaluate everything in comparison to this
standard.

The CBS-QB3, B3LYP, MPW1K, and MP2/6-31G* com-
puted enthalpies of activation (∆Hq

0K) and reaction (∆Hrxn,0K)
at 0 K for reactions1-9 are summarized in Table 1. The
6-31G*, 6-31+G**, 6-31+G(2d,p), and 6-311+G(2d,p) basis
sets were used for the B3LYP method, and all but the third of
these was used for the MPW1K method.

The ∆Hq values for each method and basis set are plotted
for ethylene and acetylene in Figures 4 and 5, respectively. Table
2 lists the overall mean deviations (MD), mean absolute
deviations (MAD), standard deviations (SD) of the MAD, and
the maximum errors (negative and positive) relative to the
corresponding CBS-QB3 calculated enthalpies of activation for
each method and basis set for these reactions. The same
statistical assessment is shown for the enthalpies of reaction in
Table 3. Deviations of MP2 and DFT methods compared to
CBS-QB3 are plotted in increasing order of deviation for∆Hq

and∆Hrxn in Figures 6 and 7.
The MPW1K/6-31G* method and basis set performed best

for activation enthalpies giving a MAD value of 1.1 kcal/mol.
The B3LYP method using the same basis set had a MAD 0.4
kcal/mol higher than MPW1K. Surprisingly, increasing the size
of basis set decreases the accuracy of both MPW1K and B3LYP
results, as shown by the increasing MAD and SD values. The
MPW1K method tends to overestimate the enthalpy of activa-
tion.

The activation barriers computed by the second-order Møller-
Plesset perturbation method, which introduces electron correla-
tion through post Hartree-Fock perturbation, are worse than
those by all DFT methods, due to a systematic underestimation
of all the barriers. The MP2(Full)/6-31G* method and basis set
had a MD value of-3.0 and a MAD value of 3.4 kcal/mol.
This is 2.4 kcal/mol higher than the best DFT method. This is
in agreement with findings of Lynch and Truhlar, who found
that DFT methods, especially MPW1K, performed better than
MP2 for activation barriers.64,65,58

The MPW1K method performed very poorly for reaction
enthalpies, and gave values much more exothermic than the
CBS-QB3 method. The B3LYP method slightly underestimates
reaction enthalpies. All methods and basis sets have larger MAD
and SD values for enthalpies of reaction than for enthalpies of
activation. B3LYP/6-31G* performs best with a MAD of 2.4
and SD of 1.7. Larger basis sets cause reaction enthalpies to be
predicted less accurately, indicated by the steadily increasing
MAD and SD values.

Figure 8 is a plot of the MP2 and most accurate DFT methods
against the CBS-QB3 activation enthalpy values. Perfect cor-
relation with CBS-QB3 values would result in a line with slope
of 1. Linear regression was performed on these plots, and in
the caption are the statisticalR2 values and the linear regression
functions. With a slope of 0.984 and intercept of 0.502, this
type of analysis also showed that MPW1K/6-31G* predicted
the most accurate barriers. Even though B3LYP/6-31G* has
similar MAD and MD values, with a slope of 0.795, intercept
of 2.981, and good linear correlation, this method showed a
systematic error, overestimating the barriers. The MP2/6-31G*
method underestimated the barriers, and as previously noted

TABLE 4: Statistical Values Comparing the B3LYP and
MPW1K Methods Relative to CBS-QB3 Computed
Activation Enthalpies for Three Classes of 1,3-Dipolar
Cycloadditions (kcal/mol)

method MD MAD SD
max (-)

error
max (+)

error

Diazonium Betaines
B3LYP -0.9 2.0 1.0 -3.4 2.1
MPW1K 0.4 0.6 0.7 -0.3 1.7

Nitrilium Betaines
B3LYP -1.4 3.7 5.5 -0.5 3.2
MPW1K -3.4 6.1 10.9 a 1.9

Azomethine Betaines
B3LYP 0.7 1.1 1.0 -1.1 2.6
MPW1K -1.1 1.2 0.8 -2.2 0.2

a None of the computed activation enthalpies were lower than the
CBS-QB3 value. B3LYP and MPW1K were compared with the 6-31G*
basis set.

TABLE 5: Statistical Values Comparing the B3LYP and
MPW1K Methods Relative to CBS-QB3 Computed
Activation and Reaction Enthalpies at 0 K for Oxide, Imine,
and Ylide 1,3-Dipolar Cycloadditions (kcal/mol)

method MD MAD SD
max (-)

error
max (+)

error

Oxides
B3LYP ∆Hq -1.3 1.3 1.4 -3.4 0.3

∆Hrxn -3.1 3.2 2.6 -6.7 0.1
MPW1K ∆Hq 0.0 1.3 0.8 -1.8 1.9

∆Hrxn -15.4 15.4 2.4 -18.4 b

Imines
B3LYP ∆Hq 0.1 0.9 0.6 -1.6 1.6

∆Hrxn -1.1 2.1 1.3 -4.0 1.8
MPW1K ∆Hq -0.3 0.9 0.8 -2.2 1.1

∆Hrxn -22.0 22.0 10.2 -42.2 b

Ylides
B3LYP ∆Hq 2.3 2.3 0.7 a 3.2

∆Hrxn 0.0 1.9 0.8 -2.4 2.9
MPW1K ∆Hq 1.2 1.2 0.7 a 1.8

∆Hrxn -16.4 16.4 2.4 -20.1 b

a None of the computed activation enthalpies were lower than the
CBS-QB3 value.b None of the computed reaction enthalpies were less
exothermic than the CBS-QB3 value. Oxide reactions (1, 4, and7).
Imine reactions (2, 5, and8). Ylide reactions (3, 6, and9). B3LYP
and MPW1K were compared with the 6-31G* basis set.
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MP2 gave a negative MD, but theR2 value is lower for the
DFT methods.

A statistical comparison of∆Hq
0K values for each class of

dipolar cycloaddition is shown in Table 4. A similar comparison
for ∆Hq

0K and∆Hrxn,0K values comparing oxide, imine, and ylide
reactions is shown in Table 5. MPW1K predicted barriers much
closer to CBS-QB3 than B3LYP when comparing each class
of dipolar cycloaddition. However, B3LYP and MPW1K pre-
dicted barriers with equal accuracy when compared by type of
reaction (oxide, imine, ylide).

The B3LYP/6-311G(2d,d,p) transition structures used for the
CBS-QB3 energy evaluations, for reactions1-9 with ethylene,
are shown in Figure 9. Partial bond lengths for transition
structures of reactions1-9 with acetylene are shown in

parentheses. All methods computed concerted synchronous
transition structures. The average difference in partial bond
length for the B3LYP/6-311G(2d,d,p) method was 0.07 Å. As
a comparison of methods for computing transition structure
geometries, we compared the 33 different partial bond lengths
by plotting each relative to the B3LYP/6-31G* bond length.
Figure 10 plots the B3LYP/6-311G(2d,d,p), MPW1K/6-31G*,
and MP2/6-31G* partial bond lengths compared to B3LYP/
6-31G*. A linear regression analysis shows that the MPW1K
method performed best with a slope of 0.994, but theR2 value
of 0.951 is slightly lower than 0.983 for the B3LYP/6-311G-
(2d,d,p) method. As can be seen by inspection of Figure 10,
the MP2 method varies substantially more than B3LYP/6-311G-

Figure 9. CBS-QB3 (B3LYP/6-311G(2d,d,p)) transition structures for reactions1a-9a (in parentheses are the partial bond lengths for reac-
tions 1b-9b). 1, nitrous oxide (N2O); 2, hydrazoic acid (N3H); 3, diazomethane (N2CH2); 4, fulminic acid (HCNO).5, formonitrile imine
(HCN2H); 6, formonitrile ylide (HCNCH2); 7, methylene nitrone (CH2NHO); 8, formoazomethine imine (CH2N2H2); 9, formoazomethine ylide
(CH2NHCH2).
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(2d,d,p) and MPW1K. The reactions in least agreement are
labeled in Figure 10.

To show that the computed structures for B3LYP, MPW1K,
and MP2 are essentially the same, we superimposed the
transition structures of reactions1b, 3a, and 4b (Figure 11).
These reactions had computed transition structures that most
deviated from B3LYP in Figure 10. The superimposed transition
structures in Figure 11 show that all methods predict similar
geometries with the only exception being the reaction of fulminic
acid with acetylene, which shows that the MP2 method predicted
shorter partial bond lengths than the DFT methods.

Revised Values of Experimental∆Hq
0K(exp) for Hydrocar-

bon Pericyclic Reactions. A standard set of hydrocarbon

pericyclic reactions was previously reported by Guner et al. for
the benchmarking of quantum mechanical methods.16,17 This
has found use for the testing of new methods and functionals.66-70

Figure 12 shows the 11 hydrocarbon pericyclic reactions.
Examples of electrocyclic reactions (hc1-hc3), sigmatropic
shifts (hc4-hc6), cycloadditions (hc7-hc9), and cyclorever-
sions (hc10 and hc11), are included. Previous estimation of
activation enthalpies at 0 K were made from experimental
activation enthalpies at finite temperatures, using computed
thermal corrections (TCE) from frequency calculations on
transition structures and reactants. However, several errors have
been detected in the implementation of this procedure, so we
have revised the estimated 0 K values that should be used for
benchmarking. B3LYP/6-31G* thermal corrections computed
at the reported experimental temperature have been subtracted
from the best available experimental activation enthalpy values
to estimate∆Hq

0K(exp).

It was previously shown that there is little method dependence

Figure 10. CBS-QB3 (B3LYP/6-311G(2d,d,p)), MPW1K, and MP2(Full) partial bond lengths for reactions1-9 compared to B3LYP. B3LYP/
6-311G(2d,d,p):y ) 0.960x + 0.055,R2 ) 0.983. MPW1K/6-31G*:y ) 0.994x - 0.003,R2 ) 0.951. MP2(Full)/6-31G*:y ) 1.289x - 0.712,
R2 ) 0.771.

Figure 11. B3LYP/6-311G(2d,d,p), B3LYP/6-31G*, MPW1K/6-31G*,
and MP2/6-31G* superimposed transition structures of reactions1b,
3a, and4b.

TABLE 6: Experimental Activation Enthalpies for
Pericyclic Hydrocarbon Reactions hc1-hc11 Corrected to 0
K Using B3LYP/6-31G* Frequencies for Thermal
Corrections

rxn temp (K) ∆Hq
exp (kcal/mol) ∆Hq

0K (kcal/mol)

hc1 426 31.971 ( 0.2 31.9a
hc2 412 29.872 ( 0.5 30.2a
hc3 481 28.373 ( 0.3 28.1b
hc4 468 35.474 ( 0.5 36.8a
hc5 328 23.675 ( 0.5 23.7a
hc6 506 33.576 ( 0.5 34.5a
hc7 841 24.277 ( 2 25.0b

hc8 546 22.678 ( 1.6 23.7b
hc9 388 15.279-81 ( 0.6 15.9b
hc10 298 24.682 ( 3 24.3a

hc11 748 52.583,84( 3 51.6b

a Unchanged values from ref 16.b Revised estimated 0 K activation
enthalpies.

∆Hq
0K(exp) ) (Hq

T(exp) - TCETS) - (HR(exp)- TCER)
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Figure 13. Deviation of DFT, post-Hartree-Fock, and multicomponent methods from experimental activation enthalpies at 0 K for hydrocarbon
pericyclic reactionshc1-hc9. Error bars are standard deviations of the MAD values.

Figure 12. Standard set of hydrocarbon pericyclic reactionshc1-hc11 used for the benchmarking of computational methods.
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for computing thermal corrections. Table 6 lists the experi-
mental temperatures that were used to compute the thermal
corrections along with the updated estimated enthalpies of
activation at 0 K.

The changes of∆Hq
0K in this table from the previously

published values are for reactionshc3, hc7-hc9, andhc11, for
which incorrect values of 29.1, 23.3, 21.6, 15.1, and 46.5,
respectively, were published previously.16 Here we reevaluated
DFT, ab initio, and multicomponent methods in comparison to
the corrected set of 0 K activation enthalpies. Reactionshc10

and hc11 were not used in statistical evaluation of methods
because of the low precision of the experimental values. Table
7 lists the MD, MAD, SD, and maximum errors. Again the top
six methods all show good statistical agreement with experi-
mental values. The most noteworthy change is the improvement
of DFT methods. The O3LYP functional MAD decreased to
2.4 kcal/mol from the previously reported 3.0 kcal/mol.17 Also
important is that the MAD value of CBS-QB3 increased by
about 1/2 kcal/mol to a value of 2.3 kcal/mol. As reported
previously, even though the MAD values improve for DFT
methods, the accurate CBS-QB3 and CASPT2 methods have
lower maximum errors.16 The only DFT functional that de-
creased in statistical accuracy with this reevaluation is the
KMLYP method.

The corrected values show that most methods underestimated
the barriers for the Diels-Alder reaction between cyclopenta-
diene and ethylene and the electrocyclic ring closure reaction
of o-xylylene to benzocyclobutene. The deviations from ex-
perimental values are plotted in Figure 13.

Figure 14 compares computed and experimental activation
barriers for the standard set of pericyclic reactions. Figure 15
compares the five most statistically accurate methods to the
experimental values using a linear regression analysis. This
reevaluation of methods shows that DFT methods tended to
improve, while CBS-QB3 and CASPT2 performed worse in this
analysis. However, CBS-QB3 and CASPT2 still show more
linear slopes and betterR2 values. O3LYP showed improved
MAD and MD values, but showed poorer correlation to
experimental numbers with too low of a slope value and a bad
R2 value.

Conclusions
For the major classes of 1,3-dipolar cycloadditions, the

MPW1K DFT method with the 6-31G* basis set gives computed

TABLE 7: Mean Deviations (MD), Mean Absolute
Deviations (MAD), Standard Deviations (SD) of the MAD,
and Maximum Negative and Positive Errors of Computed
Activation at 0 K Relative to Experimental ∆Hq

0K Values for
the Hydrocarbon Pericyclic Reactions 1-9a

method MD MAD SD
max (-)

error
max (+)

error

B3LYP/6-31G* 0.8 1.5 1.7 2.3c 5.2f

B3LYP/6-31+G** 1.1 1.7 2.2 3.5d 7.3f

MPW1K/6-31+G** 1.1 2.1 2.1 3.1c 13.5g

CBS-QB3 -1.8 2.3 2.0 6.4c 2.1h

O3LYP/6-31G*//OLYP/6-31G* 0.9 2.4 2.5 3.2d 8.2f

CASPT2/6-31G*//CASSCF -0.1 2.4 2.0 5.1c 5.7h

CASPT2/6-31G*//B3LYP -0.5 2.8 2.0 6.1c 5.1h

O3LYP/6-31G* -0.1 2.8 2.5 4.5d 8.2g

KMLYP/6-311G 1.9 3.5 1.9 4.6c 13.0h

KMLYP/6-31G* 1.3 3.8 3.0 6.5c 20.3g

BPW91/6-31G* -3.7 3.9 2.8 6.9e 0.5f

MP2/6-31G* -3.4 5.0 2.7 9.5c 3.9g

CASSCF/6-31G* 14.6 14.6 7.1 b 24.7f

a All values are in kcal/mol.b None of the activation enthalpies
computed with CASSCF are lower than experimental values.c Diels-
Alder reaction between cyclopentadiene and ethylene.d Ring closing
of o-xylylene to benzocyclobutane.e Cope rearrangement of 1,5-
hexadiene.f Dimerization of cyclopentadiene.g Ring opening of cy-
clobutene to butadiene.h 1,5-H shift of cyclopentadiene.

Figure 14. Experimental activation enthalpies compared to the best DFT, ab initio, and multicomponent methods for pericyclic reactionshc1-
hc11.
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activation enthalpies closest to those predicted by CBS-QB3.
The B3LYP method performed best for reaction enthalpies,
while MPW1K showed large error, due to being optimized for
barrier heights. MP2 predicted much lower barriers than DFT
methods, and the MAD is 2.3 kcal/mol higher than that for
MPW1K. When the B3LYP and MPW1K methods were plotted
versus CBS-QB3 values, MPW1K, as expected, correlated best.
This analysis revealed that B3LYP had a systematic error of
overestimating the activation enthalpy. MPW1K predicted bar-
riers much closer to CBS-QB3 than B3LYP when comparing
each class of dipolar cycloaddition. However, B3LYP and
MPW1K predicted barriers with equal accuracy when compared
by electronegative substitution of the dipole. Surprisingly,
increasingly larger basis sets showed larger deviation from CBS-
QB3 values. The 6-31G* basis set showed better performance
than the recommended 6-31+G** for the MPW1K method. All
DFT methods tested computed similar structures; only the MP2
method showed slight deviations in geometries. All computed
transition structures showed a concerted synchronous pathway.
Revised estimated 0 K experimental activation enthalpies for
the standard set of pericyclic reactions showed DFT methods
B3LYP and MPW1K improved in performance while the
multicomponent CBS-QB3 decreased in accuracy compared to
previously reported values.
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